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This paper describes our research about neural networks and back propagation 
algorithm. Back-propagation algorithm is based on minimization of neural network Back-
propagation algorithm is an iterative method where the network gets from an initial non-
learned state to the full learned one. The learning algorithm of back-propagation is 
essentially an optimization method being able to find weight coefficients and thresholds for 
the given neural network and training set. 
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1.   INTRODUCTION 
The following steps can describe the appurtenant back-propagation algorithm: 

a) Initialization.  
b) Pattern submitting.  
c) Comparison.  
d) Back-propagation of an error and weight modification. The values 
e) Termination of pattern selection from the training set.  
f) Termination of learning process.  

2. PROBLEM STATEMENT 
The General schematic of the genetic algorithm (GA) is considered to be a 

stochastic heuristic (or meta-heuristic) method. Genetic algorithms are inspired by 
adaptive and evolutionary mechanisms of live organisms. The best use of GA can be 
found in solving multidimensional optimisation problems, for which analytical 
solutions are unknown (or extremely complex) and efficient numerical methods are 
also not known. 

Commonly used genetic algorithms do not copy the natural process precisely. The 
classical version of GA uses three genetic operators – reproduction, crossover and 
mutation. There are many ways how to implement genetic algorithm. Many 
differences can be observed in the strategy of the parent selection, the form of genes, 
the realization of crossover operator, the replacement scheme etc. One of the biggest 
disadvantages is a tendency of GA to reach some local extreme. In this case GA is 
often not able to leave this local extreme in consequence of the low variability of 
members of population. The interesting way how to increase the variability is using 
of the death operator [7].  

Every member of the population has the additional information – age. A simple 
counter incremented in all GA iterations represents the age. If the age of any member 
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of population reaches the preset lifetime limit, this member “dies” and is immediately 
replaced with a new randomly generated member. While new population member is 
created, its age is set to zero. The age is not mutated nor crossed over. This version of 
GA was used for minimization of the neural network energy [1]. 

The applied genetic algorithm operates as follows: 
      a) Generating the initial population. The initialization of all bits of all 
chromosomes in initial generation is random, using the generator of random numbers, 
which is a standard feature of the C++ Builder 5 development environment. The Gray 
code is used to encode the chromosome bits. 
       b) Ageing. It only shows up in the variant with limited length of life. All the 
individuals in the population have their age incremented and if it exceeds a set limit 
(it is also possible to set, implicitly, 10), the element is removed from the population 
and a new element is randomly generated in its place. 
       c) Mutation. Two methods of mutation are used in the program: 
- classical method 
- back-propagation method 
      In the classical method of mutation all the chromosome bits are successively 
scanned and mutated with a certain small probability pmut . In the case of long 
chromosomes (of the order of tens of thousands of bits), however, this procedure 
proved to be tto slow. It was therefore replaced by another method, which yields the 
same but substantially faster results: v = pmut *n are chosen randomly from the 
chromosome and then mutated. 
       In the back-propagation method of mutation the Back-propagation algorithm is 
used as the operator. Weights are decoded from the chromosome and set in the neural 
network and then, depending on the assignment, several cycles of Back-propagation 
are perfomed. The adjusted weights are then encoded back in the chromosome bit A 
disadvantage of the method is the great computation complexity.  
       d) Calculation of the value of object function 
Neural network error function SSE is used as the object function over all models  [4]. 
GA performs the minimization of this error function. The quality of an individual in 
the population is calculated as follows:  
       A neural network with the respective configuration (which is invariant and 
designed prior to starting the GA) is formed  
Weights are decoded from the binary chromosome and set in the neural network. 
All the models from the training set (see ) are successively conveyed to the neural 
network input. The response of neural network to the input data is calculated and the 
difference between the actual and the required value is used to evaluate the SSE error 
over all models. This error represents the chromosome quality. 
       e) Upward population sorting. We are looking for the function minimum so that a 
chromosome with the least object function value will be in the first place. The 
Quicksort algorithm, which is very effective, is used for sorting; it can therefore be 
expected that the necessity of sorting will not affect the speed of algorithm 
negatively.  
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      f) Crrossing. Uniform crossing is used – every bit of descendatnt is with the 
probabillity 0.5 taken from one of the parents. N* = N/2 of descendants is made by 
the crossing (one half of the population). 
       g) Finalization. Return to the step 2 if the finalization condition is not realized. If 
it is realized then end of GA transaction. There are exist two finalization variation (or 
their combination) 
-maximal number of iteration 
-the quality of the best solution, smaller then entered 

3. RESULTS 
This network belongs to the most recent neural networks. It is a type of forward 

multi-layer network with counter-propagation of signal and with teacher learning. 
The network has two layers, with different types of neurons in each layer. Its 
advantage is mainly the speed of learning. 
The structure of this two-layer network is similar to that of the Back-Propagation type 
of network but the function of output neurons must be linear and the transfer 
functions of hidden neurons are the so-called Radial Basis Functions – hence the 
name of the network. The characteristic feature of these functions is that they either 
decrease monotonically or increase in the direction from their centre point. Excerpt 
for the input layer, which only serves the purpose of handing over values, an RBF 
network has an RBF layer (hidden layer) and an output layer formed by perceptrons. 

3.1. RBF neural network learning 
The training set is formed by the input-output pair. RBF network learning is 

divided into two stages: 
      1. RBF layer neurons learning (prototypes learning). In the first stage, prototype 
C and sigma are determined for each RBF neuron. For example the algorithms for 
cluster analysis are used. To speed up this stage, non-adaptive methods can also be 
used such as uniform or random distribution of RBF neuron centres over the input 
space.   
       2. Output layer neurons learning. The objective of the second stage of learning is 
to determine the weights of input neurons, for example the least square method or 
gradient algorithms can be used. 
      Prototypes learning.  First the number of clusters in input data is estimated, the 
pertinence function of model m to the cluster is defined and the coordinates of all p 
vectors Cp being the centres of clusters are estimated.    
Steps of K-Means algorithm: 
• Initialize RBF neuron centres C in random. 
• Calculate m() for all samples from the training set. 
• Calculate new centres C as the average of all samples that pertained to centre k by 
the pertinence function. 
• Terminate if m() does not change, otherwise continue with point 2. 
Specially for classification, the RBF network is simplified by refraining from 
searching for clusters, which have to be searched when approximating. The centres 
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(prototypes) of neurons are set so that RBF neurons are represented by model clusters 
for the best. 
Description of implementation. Each neuron in the radial basis layer will give on 
the output the value that depends on how close the input vector is to each of the 
weight vectors of the given neurons. Thus the RBF neurons whose weight vectors are 
a bit different from input vector p have an output of about zero. On the contrary, the 
RBF neuron whose weight vector is close to the input vector will have a value of 
about 1. Individual neuron layers have the form of one-dimensional array. The weight 
matrix is in the form of two-dimensional array, where the index gives the number of 
neurons being connected. It is necessary to enter the number of RBF neurons n for 
one category. The principal computation methods are: 
• calculatePrototype() – by using the algorithm chosen (the K-means algorithm is 
used in the program) it will calculate the weight values of prototype C. On the output 
of RBF neurons the first 1…n neurons will calculate the output for the first category, 
n+1…2n for the second category, etc.  
• calculate_sigma() – after calculating the weight values of prototypes, the size of 
the sphere of influence will be calculated for each RBF neuron. 
• calculate_h() – it will calculate the outputs of RBF neurons. The radial basis 
function reaches maximum of 1 when there is 0 on the input.The RBF neuron thus 
operates as an indicator that produces 1 always when the input vector is identical to 
its weight vector. 
• calculateOutputRBF() – on the output each RBF neuron contains the (in principle) 
percentage agreement with the input model. For the output neuron the value of the 
neuron which most agrees with the network input (maximum value) is chosen from n 
RBF neurons in the category given. 
RBF networks tend to have more neurons than a comparable network with back 
propagation. This is because neurons with output function in the shape of sigmoid 
can have outputs over a large area of input space whereas RBF neurons respond only 
to relatively small areas of the input space. The result is that the larger the input space 
is the more RBF neurons are necessary. But the design of RBF networks takes 
considerably less time than training multi-layer network with back propagation. 

4.  CONCLUSION 
       Recognition with the aid of neural network is suitable where high-speed 
classification with randomly rotated objects is required and where we need to tolerate 
some differences between learned etalons and classified objects. The network was 
able to classify correctly 100% models and at the same time to recognize correctly 
even slightly damaged models. As the number of radial basis neurons is comparable 
the input space size and problem complexity, RBF networks can be larger than back-
propagation networks. Back propagation algorithm presented very good results at 
classification. The network recognized all the patterns submitted. The learning using 
the BPx method (extended Back propagation algorithm) was a little slower, but it can 
be succesfully used for networks with lower number of neurons. Radial Basis 
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Function networks can be designed very quickly. The time necessary for network 
learning was very little.  
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1.   Introduction

The following steps can describe the appurtenant back-propagation algorithm:


a) Initialization. 


b) Pattern submitting. 

c) Comparison. 

d) Back-propagation of an error and weight modification. The values

e) Termination of pattern selection from the training set. 

f) Termination of learning process. 

2. Problem Statement


The General schematic of the genetic algorithm (GA) is considered to be a stochastic heuristic (or meta-heuristic) method. Genetic algorithms are inspired by adaptive and evolutionary mechanisms of live organisms. The best use of GA can be found in solving multidimensional optimisation problems, for which analytical solutions are unknown (or extremely complex) and efficient numerical methods are also not known.


Commonly used genetic algorithms do not copy the natural process precisely. The classical version of GA uses three genetic operators – reproduction, crossover and mutation. There are many ways how to implement genetic algorithm. Many differences can be observed in the strategy of the parent selection, the form of genes, the realization of crossover operator, the replacement scheme etc. One of the biggest disadvantages is a tendency of GA to reach some local extreme. In this case GA is often not able to leave this local extreme in consequence of the low variability of members of population. The interesting way how to increase the variability is using of the death operator [7]. 

Every member of the population has the additional information – age. A simple counter incremented in all GA iterations represents the age. If the age of any member of population reaches the preset lifetime limit, this member “dies” and is immediately replaced with a new randomly generated member. While new population member is created, its age is set to zero. The age is not mutated nor crossed over. This version of GA was used for minimization of the neural network energy [1].


The applied genetic algorithm operates as follows:


      a) Generating the initial population. The initialization of all bits of all chromosomes in initial generation is random, using the generator of random numbers, which is a standard feature of the C++ Builder 5 development environment. The Gray code is used to encode the chromosome bits.


       b) Ageing. It only shows up in the variant with limited length of life. All the individuals in the population have their age incremented and if it exceeds a set limit (it is also possible to set, implicitly, 10), the element is removed from the population and a new element is randomly generated in its place.


       c) Mutation. Two methods of mutation are used in the program:


· classical method


· back-propagation method


      In the classical method of mutation all the chromosome bits are successively scanned and mutated with a certain small probability pmut . In the case of long chromosomes (of the order of tens of thousands of bits), however, this procedure proved to be tto slow. It was therefore replaced by another method, which yields the same but substantially faster results: v = pmut *n are chosen randomly from the chromosome and then mutated.


       In the back-propagation method of mutation the Back-propagation algorithm is used as the operator. Weights are decoded from the chromosome and set in the neural network and then, depending on the assignment, several cycles of Back-propagation are perfomed. The adjusted weights are then encoded back in the chromosome bit A disadvantage of the method is the great computation complexity. 


       d) Calculation of the value of object function


Neural network error function SSE is used as the object function over all models  [4]. GA performs the minimization of this error function. The quality of an individual in the population is calculated as follows: 


       A neural network with the respective configuration (which is invariant and designed prior to starting the GA) is formed 


Weights are decoded from the binary chromosome and set in the neural network.


All the models from the training set (see ) are successively conveyed to the neural network input. The response of neural network to the input data is calculated and the difference between the actual and the required value is used to evaluate the SSE error over all models. This error represents the chromosome quality.


       e) Upward population sorting. We are looking for the function minimum so that a chromosome with the least object function value will be in the first place. The Quicksort algorithm, which is very effective, is used for sorting; it can therefore be expected that the necessity of sorting will not affect the speed of algorithm negatively. 


      f) Crrossing. Uniform crossing is used – every bit of descendatnt is with the probabillity 0.5 taken from one of the parents. N* = N/2 of descendants is made by the crossing (one half of the population).


       g) Finalization. Return to the step 2 if the finalization condition is not realized. If it is realized then end of GA transaction. There are exist two finalization variation (or their combination)


-maximal number of iteration


-the quality of the best solution, smaller then entered


3. Results


This network belongs to the most recent neural networks. It is a type of forward multi-layer network with counter-propagation of signal and with teacher learning. The network has two layers, with different types of neurons in each layer. Its advantage is mainly the speed of learning.


The structure of this two-layer network is similar to that of the Back-Propagation type of network but the function of output neurons must be linear and the transfer functions of hidden neurons are the so-called Radial Basis Functions – hence the name of the network. The characteristic feature of these functions is that they either decrease monotonically or increase in the direction from their centre point. Excerpt for the input layer, which only serves the purpose of handing over values, an RBF network has an RBF layer (hidden layer) and an output layer formed by perceptrons.


3.1. RBF neural network learning


The training set is formed by the input-output pair. RBF network learning is divided into two stages:


      1. RBF layer neurons learning (prototypes learning). In the first stage, prototype C and sigma are determined for each RBF neuron. For example the algorithms for cluster analysis are used. To speed up this stage, non-adaptive methods can also be used such as uniform or random distribution of RBF neuron centres over the input space.  


       2. Output layer neurons learning. The objective of the second stage of learning is to determine the weights of input neurons, for example the least square method or gradient algorithms can be used.


      Prototypes learning.  First the number of clusters in input data is estimated, the pertinence function of model m to the cluster is defined and the coordinates of all p vectors Cp being the centres of clusters are estimated.   


Steps of K-Means algorithm:


· Initialize RBF neuron centres C in random.


· Calculate m() for all samples from the training set.


· Calculate new centres C as the average of all samples that pertained to centre k by the pertinence function.


· Terminate if m() does not change, otherwise continue with point 2.


Specially for classification, the RBF network is simplified by refraining from searching for clusters, which have to be searched when approximating. The centres (prototypes) of neurons are set so that RBF neurons are represented by model clusters for the best.


Description of implementation. Each neuron in the radial basis layer will give on the output the value that depends on how close the input vector is to each of the weight vectors of the given neurons. Thus the RBF neurons whose weight vectors are a bit different from input vector p have an output of about zero. On the contrary, the RBF neuron whose weight vector is close to the input vector will have a value of about 1. Individual neuron layers have the form of one-dimensional array. The weight matrix is in the form of two-dimensional array, where the index gives the number of neurons being connected. It is necessary to enter the number of RBF neurons n for one category. The principal computation methods are:


· calculatePrototype() – by using the algorithm chosen (the K-means algorithm is used in the program) it will calculate the weight values of prototype C. On the output of RBF neurons the first 1…n neurons will calculate the output for the first category, n+1…2n for the second category, etc. 


· calculate_sigma() – after calculating the weight values of prototypes, the size of the sphere of influence will be calculated for each RBF neuron.


· calculate_h() – it will calculate the outputs of RBF neurons. The radial basis function reaches maximum of 1 when there is 0 on the input.The RBF neuron thus operates as an indicator that produces 1 always when the input vector is identical to its weight vector.


· calculateOutputRBF() – on the output each RBF neuron contains the (in principle) percentage agreement with the input model. For the output neuron the value of the neuron which most agrees with the network input (maximum value) is chosen from n RBF neurons in the category given.


RBF networks tend to have more neurons than a comparable network with back propagation. This is because neurons with output function in the shape of sigmoid can have outputs over a large area of input space whereas RBF neurons respond only to relatively small areas of the input space. The result is that the larger the input space is the more RBF neurons are necessary. But the design of RBF networks takes considerably less time than training multi-layer network with back propagation.


4.  Conclusion


       Recognition with the aid of neural network is suitable where high-speed classification with randomly rotated objects is required and where we need to tolerate some differences between learned etalons and classified objects. The network was able to classify correctly 100% models and at the same time to recognize correctly even slightly damaged models. As the number of radial basis neurons is comparable the input space size and problem complexity, RBF networks can be larger than back-propagation networks. Back propagation algorithm presented very good results at classification. The network recognized all the patterns submitted. The learning using the BPx method (extended Back propagation algorithm) was a little slower, but it can be succesfully used for networks with lower number of neurons. Radial Basis Function networks can be designed very quickly. The time necessary for network learning was very little. 
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